L1:

!'_ Overview of Al and its Application

Lecturer: Runhe Huang, & %0

TA: €F B mail: shohei.kaneko.3a@stu.hosei.ac.jp (Room: A1)



Al?

Our Attempt to Build Models of Ourselves

From when? 1000 years ago? 2000 years ago?

AL 1s the study of how to make computers do things at
which, at the moment, people are better.

From when? since having computer? in 30’s?

Al history — after we have computers

Q? what is the first computer?



The Advent of the Computer

1945 ENIAC The first electronic digital computer

By Elaine Rich



1949 EDVAC

The first stored program
computer

By Elaine Rich



Al milestones
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The Manchester Small- Alan Turing's paper Work begins on the John McCarthy organizes
Scale Experimental “Computing Machinery and “Logic Theorist,” which a conference at Dartmouth
Machine is the first Intelligance” introduces the many consider the first Al College with prominant
computer to execute concept of the Turing test.  program. It proves 38 of the minds in the field and
a program stored in first 52 theorems in Principda coins the term “artificial
electronic memory. The Annual Turing Award  Mathematica, an early- intelligence.”
20th-century attempt to August 31, 1955 The birth of Al
devise a sel of rules for all  pARTMOUTH SUMMER RESEARCH PROJECT ON
@ @ mathematical truths. ARTIFICIAL INTELLIGENCE
J. McCarthy, Dartmouth College
- M. L. Minsky, Harvard University
— N. Rochester, I.B.M. Corporation
A B C.E. Shannon, Bell Telephone Laboratories
m?>

15t Al program (having problem solving skills)
9 written in 1955 and 1956
by Allen Newell, Herbert A. Simon and Cliff Shaw



The Birth of Al
August 31, 1955

DARTMOUTH SUMMER RESEARCH PROJECT ON
ARTIFICIAL INTELLIGENCE (Al)

J. McCarthy, Dartmouth College

M. L. Minsky, Harvard University

N. Rochester, I.B.M. Corporation

C.E. Shannon, Bell Telephone Laboratories

"The study is to proceed on the basis of the conjecture that
every aspect of learning or any other feature of intelligence
can in principle be so precisely described that a machine can
be made to simulate it."




i History: the Turning Test

= The imitation game (1950)

THE
INTERROGATOR

1 |

https://www.youtube.com/watch?v=sXx-PpEBR7k

By Elaine Rich


https://www.youtube.com/watch?v=sXx-PpEBR7k

How Will We Recognize Al?

1950 Alan Turing's paper, Computing Machinery and Intelligence,
described what is now called “The Turing Test”.

1990 Loebner Prize established. Grand Prize of $100,000 and a Gold
Medal for the first computer whose responses are indistinguishable
from a human.

By Elaine Rich


プレゼンター
プレゼンテーションのノート
http://cogsci.ucsd.edu/~asaygin/tt/ttest.html
http://www.loebner.net/Prizef/loebner-prize.html

http://www.loebner.net/Prizef/loebner-prize.html

Logic reasoning

Neuron Network (connectionist)

GA

Natural inspired alg/sys

Swarm intelligence

Collective intelligence
crowd of wisdom

In 1980’s 5t generation computer (funded by Japan Government and Industry)

with
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.computer system capable of answering
.questions posed in natural language.

(200 million pages /4 terabytes)

MIT(M. Minsky), CMU (A. Newell, H. Simon), Stanford Al Project (J. McCarthy), University of Edinburgh< DARPA



Al Better Than You At Games

http://www.ibtimes.com/pulse/ai-better-you-games-deep-g-deep-blue-everything-between-1829530

Deep Blue was a chess-playing computer developed by IBM that beat world
champion Garry Kasparov in a controversial six-game rematch in 1997

The supercomputer Watson was developed to answer "Jeopardy" questions
against the past "Jeopardy" champions Ken Jennings and Brad Rutter.
It used machine learning and automated reasoning to improve its accuracy.

Watson and the Jeopardy! Challenge

May 11th, 1997
CBT‘I‘IPUIEI’ won world champion of chess
(Deep Blue) (Garry Kasparovy)
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http://www.ibtimes.com/pulse/ai-better-you-games-deep-q-deep-blue-everything-between-1829530

Al present

Top 10 Emerging Technologies of 2015 Top 10 Breakthrough Technologies 2013

1. Fuel cell vehicles 1. Al Breakthrough — deep learning

2. Next-generation robotics 2. Ultra-Efficient Solar

3. Recyclable thermoset plastics 3. Big Data Goldmine (machine learning)
4. Precise genetic engineering techniques 4. Snapchat’s Disappearing Act

5. Additive manufacturing 5. Pebble Power

6. Emergent artificial intelligence 6. Prosthetic Memory Implants

7. Distributed manufacturing 7. Blue-Collar Bot

8. ‘Sense and avoid’ drones 8. Additive Manufacturing

9. Neuromorphic technology 9. Fetal DNA Sequencing

10. Digital genome 10 Supergrids

Top 10 Breakthrough Technologies 2014
Agricultural Drones
Ultraprivate Smartphones
Brain Mapping
Neuromorphic Chips
Genome Editing

Microscale 3-D Printing
Mobile Collaboration

Oculus Rift

Agile Robots

Smart Wind and Solar Power



Robots: EwJ'Fw4 (BigDog)
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https://www.youtube.com/watch?v=ahSbquu6VHk



https://www.youtube.com/watch?v=ahSbguu6VHk

Human Brain Model Projects:

USA: The BRAIN Initiative (2013/4~)

is the White House Brain Research through Advancing Innovative
Neurotechnologies, a collaborative, public-private research initiative announced
by the Obama administration on April 2, 2013, with the goal of supporting

the development and application of innovative technologies

that can create a dynamic understanding of brain function

for fiscal year 2014 of approximately $110 million

EU: The Human Brain Project (2013/4~)

is a large 10-year scientific research project, established in 2013, largely funded
by the EU which aims to provide a collaborative informatics infrastructure and
first draft rodent and human whole brain models within its 10 year funding period

$1.6 billion

P TEHFMENICEARMBEERYEND)—O D BERATOT Y

http://www.lifescience.mext.go.jp/files/pdf/n1332 06.pdf
year 2014, $34 million (2014/4~)

CN: China Brain Project

The China government also places great importance on brain study, and
China Brain Project will be started, a report on People’s Daily said. 2014-6-29.



http://www.lifescience.mext.go.jp/files/pdf/n1332_06.pdf

What Al successes so far

Logic problem solving 38 math problems
Al in games
Al in Quiz show

Driverless car
Driverless airplane
Pattern/Feature recognition — deep learning

Humanoid robots = Human-like robots?
IBM Cognitive-X

Smart phone/smart device = smart city/ smart planet?
Can machine think?

Internet of things (loT)
- Internet of smart/intelligence things (human, non-human but human-like)
(lolT)



Al Future

What does Al pursue?

From Turing Test, to Logic Theorist, to IBM Deep Blue, to IBM Watson
IBM cognitive computing, video

The Dartmouth Summer Research Conference on Artificial

Intelligence, organized by computer scientist John McCarthy

- The first use of the term 'artificial intelligence'.

- 'every aspect of learning or any other feature of intelligence can be
so precisely described that a machine can be made to simulate it'.

In 1967, Herman Khan and Anthony J Wiener*
"by the year 2000, computers are likely to match, simulate or surpass
some of man's most 'human-like' intellectual abilities."

Brain projects
=>» Super-intelligence:
human-like intelligence
+ o surpass human abilities enhanced by taking advantages of

computers (fast processing, unlimited memory, do not lost memory, easy to incorporate others’ intelligence)

emerging/break through technologies



Programming Languages

1958 Lisp — a functional programming language with a
simple syntax.

(successor SitA ActionP)

1972 PROLOG - a logic programming language whose
primary control structure is depth-first search

ancestor(A,B) :- parent(A,B)
ancestor(A,B) :- parent(A,P), ancestor(P,B)

1988 CLOS (Common Lisp Object Standard) published.
Draws on ideas from Smalltalk and semantic nets



+

Overview of Al application areas



i Al application areas
= Game Playing

= Much of the early research in state space search
was done using common board games such as
checkers, chess, and the 15-puzzle

= Games can generate extremely large search
spaces. Theses are large and complex enough to
require powerful technigues for determining what
alternative to explore



i Al application areas

= Automated reasoning and Theorem Proving

= Theorem-proving is one of the most fruitful
branches of the field

= Theorem-proving research was responsible in
formalizing search algorithms and developing
formal representation languages such as predicate
calculus and the logic programming language



i Al application areas

= EXxpert System

= One major insight gained from early work
In problem solving was the importance of
domain-specific knowledge

= Expert knowledge is a combination of a
theoretical understanding of the problem
and a collection of heuristic problem-
solving rules



i Al application areas

= EXxpert System

= Current deficiencies:

« Lack of flexibility; if human cannot answer a
guestion immediately, he can return to an
examination of first principle and come up
something

« Inability to provide deep explanations
« Little learning from experience



i Al application areas

= Natural Language Understanding and
Semantics



i Al application areas

= Modeling Human Performance

= Capture the human mind (knowledge
representation)



‘L Al application areas

s Robotics



Al application areas

Machine Learning

Simon's definition of “machine learning”

" “Learning denotes changes in the system that are adaptive
In the sense that they enable the system to do the same
task or tasks drawn from the same population more
effectively the next time"

- Machine Learning I, 1993, Chapter 2.
Decision Tree Example




i Al application areas

= Optimizations
= ACO
= Swarm intelligence
= Genetic Algorithm
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https://cis.k.hosei.ac.ip/—rhuanqg/

1.Searching Algorithm
2.Game Algorithm
3.Maze Robot

4 \Wumpus World
5.Smart Garden
6.Automatic Chatting

7.http://lab.tomires.eu/metro/indexff.html



https://cis.k.hosei.ac.jp/~rhuang/
https://cis.k.hosei.ac.jp/~rhuang/Miccl/AI-0/searchingApplet/index.html
https://cis.k.hosei.ac.jp/~rhuang/Miccl/AI-0/gameApplet/index.html
https://cis.k.hosei.ac.jp/~rhuang/Miccl/AI-0/mazeApplet/index.html
https://cis.k.hosei.ac.jp/~rhuang/Miccl/AI-0/wumpusApplet/index.html
https://cis.k.hosei.ac.jp/~rhuang/Miccl/AI-0/plantWebApplet/index.html
https://cis.k.hosei.ac.jp/~rhuang/Miccl/AI-0/chatbotWebApplet/index.html
http://lab.tomires.eu/metro/indexff.html

iIBI\/I: Impact applications

1. Deep Blue was a chess-playing computer developed by IBM

2. Watson is an artificially intelligent computer system capable of answering
guestions posed in natural language, developed in IBM's DeepQA project.

3. Deep learning is a set of algorithms in machine learning that
attempt to learn layered models of inputs, commonly neural networks

IBM cognitive computing systems — Cognitive - X



‘L Deep Learning

Please find out what is deep learning?
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Future with Cognitive Computing -3149=
T4 AVE1-T14 29 EHRSEKRK- (IBM JAPAN)



https://www.youtube.com/watch?v=tKE4Mxsg2y0

‘L Readings

http://www.martianherald.com/9-ways-artificial-intelligence-will-affect-our-
lives

9 ways Al will affect our lives

http://dsc.discovery.com/tv-shows/curiosity/topics/ways-artificial-
intelligence-will-affect-our-lives.htm

10 ways Al will affect our lives


http://www.martianherald.com/9-ways-artificial-intelligence-will-affect-our-lives
http://www.martianherald.com/9-ways-artificial-intelligence-will-affect-our-lives
http://dsc.discovery.com/tv-shows/curiosity/topics/ways-artificial-intelligence-will-affect-our-lives.htm
http://dsc.discovery.com/tv-shows/curiosity/topics/ways-artificial-intelligence-will-affect-our-lives.htm
http://dsc.discovery.com/tv-shows/curiosity/topics/ways-artificial-intelligence-will-affect-our-lives.htm
http://dsc.discovery.com/tv-shows/curiosity/topics/ways-artificial-intelligence-will-affect-our-lives.htm
http://dsc.discovery.com/tv-shows/curiosity/topics/ways-artificial-intelligence-will-affect-our-lives.htm
http://dsc.discovery.com/tv-shows/curiosity/topics/ways-artificial-intelligence-will-affect-our-lives.htm
http://dsc.discovery.com/tv-shows/curiosity/topics/ways-artificial-intelligence-will-affect-our-lives.htm
http://dsc.discovery.com/tv-shows/curiosity/topics/ways-artificial-intelligence-will-affect-our-lives.htm
http://dsc.discovery.com/tv-shows/curiosity/topics/ways-artificial-intelligence-will-affect-our-lives.htm
http://dsc.discovery.com/tv-shows/curiosity/topics/ways-artificial-intelligence-will-affect-our-lives.htm
http://dsc.discovery.com/tv-shows/curiosity/topics/ways-artificial-intelligence-will-affect-our-lives.htm
http://dsc.discovery.com/tv-shows/curiosity/topics/ways-artificial-intelligence-will-affect-our-lives.htm
http://dsc.discovery.com/tv-shows/curiosity/topics/ways-artificial-intelligence-will-affect-our-lives.htm
http://dsc.discovery.com/tv-shows/curiosity/topics/ways-artificial-intelligence-will-affect-our-lives.htm
http://dsc.discovery.com/tv-shows/curiosity/topics/ways-artificial-intelligence-will-affect-our-lives.htm

i Home work

(1) Please find the top 5 most impact Al applications and summarize them

(2) When all intelligence things including humans and non-human things
are inter-connected together, what will happen? What intelligence will
lead to? Write your opinion.
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Submission:

Submit your report in summary on 9/23 before next week class.



Evaluation

HE  15%
JEE +term project 25%
HiREER 60%
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